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Cross-modality learning for prostate tumor segmentation
in dosimetric planning

The laboratory of medical information processing (LaTIM! UMR 1101, Inserm) is opening a PhD position
on multi-modal medical image segmentation using artificial intelligence (AI).

Context

With more than 1 million new diagnoses and 350,000 deaths per year worldwide, prostate cancer is the
second most common cancer in men [I]. Multi-parametric magnetic resonance (MR) imaging is, along with
digital examinations, prostatic specific antigen (PSA) testing and prostate biopsies, one of the cornerstones
of both diagnosis and therapeutic management [2]. It allows the selection of patients eligible for active
surveillance, surgical and therapy planning or local assessment in case of recurrence. Its use in radiotherapy
should significantly increase in the coming years since the interest of a focal dose increase with respect
to the intra-prostatic tumor volume has been shown to reduce the risk of recurrence. Such a planning
requires a precise definition of the gross tumor volume (GTV) but two issues arise : 1- an under-
estimation of GTV on prostate MR images compared to surgical specimens, 2- an important variability
of the GTV definition between experts. These difficulties can be explained by the lack of methodological
consensus on the definition of GTV but also by the complexity of such a task. Automatic and robust GTV
segmentation based on multiple multi-modal acquisitions including MR T2, ADC, B2000, perfusion and
computed tomography images with contrast agent injection, is requested to standardize the dosimetric
planning while alleviating the expert variability induced by the delineation task.
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FIGURE 1 — The challenge of prostate tumor segmentation from multi-parametric MR imaging [3].

Segmentation techniques using convolutional neural networks (CNN) have become popular in medical
imaging, but often only use a single imaging modality [4]. The integration of multi-sequence and multi-
modal information through deep learning would allow to take advantage of complementarities between
modalities in order to build compact and more efficient segmentation models. In view of the recent
breakthrough of Transformers [5], the question of the use of hybrid CNN/Transformers models [6] in a
context of multi-modal information fusion remains un-explored.

Main objective

This work focuses on the development of new methods for multi-modal prostate tumor segmentation
(Fig using Al, based on innovative architectures combining convolutional layers and Transformers and
able to take advantage of both redundancies and complementarities between multiple modalities.
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Description of work

The PhD thesis will be structured in 3 main steps. First, we will perform a meta-analysis of existing
hybrid segmentation models in order to identify, for each available modality, the most efficient way to com-
bine convolutional layers and Transformers [6]. The second objective will be to extend the identified hybrid
architectures in a cross-modal learning scenario. Cross-modality learning techniques are usually per-
formed with networks containing many modality-specific layers, which does not allow to fully exploit the
potentially valuable cross-modal information [7]. We will propose more compact computational models by
largely re-using the network parameters among the different modalities. Finally, the proposed methodolo-
gical contributions will aim to contribute to concrete cases of applications in oncology and radiotherapy
[8], in particular in the context of prostate tumor detection, segmentation [3] and grading. Experiments
will be based on public datasets (PROSTATEx, PI-CAI?) as well as images collected from CHRU Brest.
To test the genericity of the proposed contributions, various multi-modal tumor segmentation tasks from
different clinical applications will also be investigated.

Environment

The PhD student will be hosted in LaTIM. Born from the complementarity between health and commu-
nication sciences, the LaTIM laboratory develops a multi-disciplinary research driven by members from
IMT Atlantique®, CHRU Brest, University of Western Brittany and Inserm.

— advisors : P.-H. Conze (IMT Atlantique, LaTIM) and J. Bert (CHRU Brest, UBO, LaTIM)

— postal address : IBRBS, 22 avenue Camille Desmoulins, 29200 Brest, France

— gross salary ~1975 € /month

Applications

Applications should be sent by e-mail to pierre-henri.conze@imt-atlantique.fr| with the following
documents :

— a full curriculum vitee

— recommendation letter(s) from former teacher(s)/advisor(s)
— a cover letter stating your motivation and fit for this project
— grades obtained in M2 and/or engineering school

The following skills are required : strong theoretical/practical knowledge in applied mathematics,
image processing, machine/deep learning, Python programming, organizational skills, fluent English for
reading/writing scientific articles, interest in the fields of health and Al

’Hard deadline for application : August 30, 2022‘
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